Balancing Techniques

| **Technique** | **Status** | **Note** | **Deadline** |
| --- | --- | --- | --- |
| Random Oversampling | CODE READY |  | 18-mar-2024 |
| Random Undersampling | CODE READY |  | 18-mar-2024 |
| SMOTE | CODE READY |  | 18-mar-2024 |
| EasyEnsemble | TO DO |  | 26-mar-2024 |
| BalanceCascade | TO DO |  | 26-mar-2024 |
| ADASyn | TO DO |  | 26-mar-2024 |
| SMOTEBoost | TO DO |  | 26-mar-2024 |
| BoostingSVM | TO DO |  | 26-mar-2024 |
| LGBM Class Weights | CODE READY |  | 26-mar-2024 |
| Isolation Forest | TO DO | Anomaly Detection Algorithm | 26-mar-2024 |
| Extended Isolation Forest | TO DO | Anomaly Detection Algorithm | 1-apr-2024 |
| Local Outlier Factor | TO DO | Anomaly Detection Algorithm | 1-apr-2024 |
| One Class SVM | TO DO | Anomaly Detection Algorithm | 1-apr-2024 |
| Focal Loss | TO DO |  | 8-apr-2024 |
| Rule Base Downsampling | TO DO | TBD | 8-apr-2024 |
| Smart Downsampling | TO DO | TBD | 8-apr-2024 |

Datasets

| Dataset\_Name | Row\_Count | Minority\_Class\_Percent | Target\_Column |
| --- | --- | --- | --- |
| Abalone | 1477 | 4.52 | target |
| Adult | 32561 | 24.08 | target |
| Churn | 7043 | 26.53 | target |
| Contraceptive | 1743 | 22.6 | target |
| Covertype | 581012 | 14.77 | target |
| Fraud | 284807 | 0.172 | Class |
| Fraud2 | 250000 | 0.5 | is\_fraud |
| Letter-a | 20000 | 3.94 | letter\_a |
| Letter-vowel | 20000 | 19.39 | is\_vowel |
| Pendigits | 10992 | 9.59 | is\_9 |
| Sick\_euthyroid | 2194 | 10.05 | target |
| Splice-junction | 3186 | 24.07 | target |
| Wine | 6497 | 3.76 | target |
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